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I. Introduction

Consider the three-factor nested variance component model given by
(1.1) Yijkm = p+ Ai + Bij + Cijk + €ijkm,

where 1 =1,2,---,1,7=1,2,---,J, k=1,2,--- K and m = 1,2,---, M.
The A;, B;j, Cijx and €;jrm are independent unobservable random

variables and A; ~ N(0,0%), Bi; ~ N(0,0%), Cijk ~ N(0,0%), cijkm ~

N(0, 03), ¢ is an unknown parameter, and the y; jkm are observable random

variables. An analysis of variance for this model is displayed in Graybill in
1976.

The problem of confidence intervals on linear combinations of more than
two variances is suggested by Smith in 1936. And in 1946, Satterthwaite
studied and expanded the method and the result of his studies has been

known as ”Satterthwaite procedure”.
Lately, the procedure has been widely used and developed by many au-
thors. Especially, Howe (1974), Graybill and Wang (1979), Leiva and Gray-

bill (1986) got a good approximation. The precisions of confidence interval
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are satisfactory, but it is the result mostly found out in one or two factor

model.

In 1993, Kang is to use and expand of Gragbill and Wang’s (1979)
approximation, the approximation 1 -« lower and upper confidence intervals
on 0%, 0%, 0%, 0% and the ratio of these of (1.1) in three-factor.

The purpose of this paper, there is no method available for setting exact
1 — « confidence intervals on the ratio of total variances of these, so by using
this approximate 1 — a confidence intervals and the precisions will be treated

in Chapter III and IV.
II. Three-factor Nested Variance Component Model
The model is (1.1). And E[A,'] = E[B,'j] — E[C,‘jk] = E[S,'jkm] =

0, Var[4;] = 0%, Var[B;j] = 0%, Var[Ciji] = 0, Var[eijim] = al. The
ANOVA table of (1.1) is as follows :

< Table 1 >
Source D.F. S.S. M.S. E.M.S.
Total IJKM Y Y Yikm
Mean 1 y2/(IJKM)

Factor A ny Yy Y. -7..)? St 6
B within A ng Y@ - 7:..)° S3 62

C within
= _ 3. )2 2
B within A ns ZEZZ(yuk. yt]..) 53 63

Error n4 S Y (Wijkm — Tijk.)’ Si 04
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where

nmp=I1-1, n,=I(J-1), ng=I1J(K-1), ng=IJK(M —-1),

6, = az + Maé + KM02B + JKMai, 6, = 03 + Maé + KMJ%,

2 2 2
93=U€+M0'C, 04=0'€.

The upper a probability point of Snedecor’s F' distribution and chi-

square distribution are denoted by Fj,,.. and xi;,, respectively, where a; +
as = a, often a; = az = a/2.

From the definition of chi-square distribution, we get

2
_— = )

2
k!

pl24
6y = ny

5 = Fango0| =1—a.
UE

ITI. The Confidence Intervals on the Ratio of Variances
3.1. Confidence intervals on 0% /(0% + 0% + 0% + 02)

At first, we want to find out the form of the 1 — a upper confidence

2

interval on ———A—¥——
.
oLytogtoc+to]

From Table 1, we get

JKMao?
JKM(0% + 0% + 0% + 02)
3 6, — 0,
0+ (J—-1)8 + J(K —1)85 + JK(M — 1)b,.
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In this, we consider, the lower limit of 1 — a upper confidence interval
on Wgzﬁm— Then it is a function (Graybill and Wang) of S?, S2, S7 and
B (o) [
S2 say q(S?,S52,52,52), such that

6, — 6,

. <
(3-1) Ples o7& -6 + KQr =106,

=1—oa.

We want the confidence interval to be an exact 1 — a interval.

1) When 6% =02 =0 (i.e. 3 =0, 64 =0), we get

6, — 6, _9_1 1
0 + (K —1)03 + K(M —1)8, 6,
and
s? o,
W+l N N B R
P S§Fa;n1,n2 1_‘92 1 l1—«

2) When the hypothesis Hg : 0% = 0 is accepted for a size a test, we want
the corresponding 1 — a confidence interval to include zero, and when Hj is

rejected we want ¢ to be an increasing function of S2/S2. This condition is

8, -0,
8+ (K-1)03+K(M—1)8,

required because in (3.1) is an increasing function of

6, /62, and if 6, /6, increases then its estimate would tend to increase. Hence
if ¢ does not increase as S?/S7 increases, clearly the confidence coefficient
would deviate a large mount from 1 — « as 6, /6, gets large.

For a size a test of Hy : 0% = 0 versus H, : 04 > 0, the hypothesis Hy
2
is accepted if and only if —g—k < Fuiny,n,- Thus, we want
2
q(St,5%,53,51) =0 when S} < S} Foin, ,n,

and increasing in S?/S? when S? > S2F,.n, 2,
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3) When J — oo (hence n3,n3, and ny — o0), we want the confidence
interval to have an exact confidence coefficient 1 — a. When J — oo, it
follows that ny — 0o, n3 — oo and ny — oo and from this it follows that

52 — 65, S2 — 63 and S} — 6, in probability also,
S+ (K —1)S; + K(M —1)S? = 8, 4+ (K —1)63 + K(M — 1)8,.

From these results, we get

2 2
P[ 51 gel]zp[ 51 ~S52<6, -6,

Fa;nl,oo Fa;nl)oo

=1—a.
Then divide the left and right sides, respectively, by
S2+ (K —1)S}+ K(M -1)S?
and its equivalent value 6, + (K — 1)83 + K(M — 1)6,4 to obtain

P 512 - S%Fa;nl,oo
{83+ (K —1)S2+ K(M —1)S?}Fan, .00
< 01 - 02
- 92 + (I\" — 1)03 + IX’(M - 1)04

=1-a.
Hence, when J — oo, we obtain
( St = S3Fain, 0
{S2 +(K -1)S} + K(M — 1)S52} Fo.ny 00
2

q=y when g% > Fa;nl,oo
2

2

0 when 512— < Foiny 00
\ 53 < T
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The maximum likelihood estimate of

6; — 6, (_ Jo?, )
0+ (K —1)0s + K(M—1)8; \_ o5+ 0% + o2

aOSf+a1 Sg
a282+a3Ss+aqS3’

is the form and determine the constants ag, a;, az, a3 and a4

by imposing the conditions 1), 2) and 3), we get ap = 1, a; = —a; =
—Fo;ny,n,- Thus,

2 _ o2 2
51 = 55 Fainng when S > F,
a;ny,na
53 Fainy,n, + 0353 + a1 5% 53 ’

9= 0

S
0 when =% < Foinyng)

2
S3
where

lim af = (K — 1)Fain, 00, Jim ay = K(M — 1)Fyn;,00-
J—o0 J— oo

Hence, we choose
a3 = (K = 1)Fany,ng, g = K(M — 1)Fo;n; -

Let
Aa =(J - I)SgFa;nl,nw By = J(K - I)SgFa;nl,na

and
Co=JK(M —1)Fq;n, n,.

The lower limit of a 1 — o upper confidence interval on

01 - 02 _ 034
0 +(J —1)0; + J(K —1)6; + JK(M —1)8; 0% + 0% + 0% + 02
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1S

St — 83 Fayny,ny St
512 + A+ B. +C. when S_:Z > Foinyn,

(3.2) L= ,
0 when =% < Fo.n, nys
S% 1 2

And the upper limit of a 1 — a lower confidence interval is obtained from

(3.2) by replacing a with 1 — « in the tabulated F’s. We get

@
2 2 A 2 2 sUj=1-a
where
S§2 —SiFi_ainyn St
i 1 28 1—asny,ny when -—; > Fi—q;ny,n,
o] A B+ O %
S}
0 when —5 < Fi_q;ny,n,-
53

3.2. Confidence intervals on 0% /(0% + 0% + 0% + o2)

Similar to that of Section 3.1, we can find out the upper confidence

interval on

KMo
JKM(0% + 0% + 0% + 02)
_ 62 — 03
_61 + (J - 1)92 + J(I\’ - 1)03 + JI\’(M - 1)64 '
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Let

54
D, = S% - SI?FOI;"LOO + Fa;n,,ns + (Fa;ng,oo — F,, nz,na)SQa

2
Ba= i b (J = DS} 4 J(K = 1S Fagny o + TE(M ~ D)8,
l1—a;nq,00

The lower limit of a 1 — a upper confidence interval on

0%
ol +0h + 0t +0?

1s

D, 2
min [1, ] if S—§ > Faing,ng
o3 53
L= 1
.S
0 if S_:? S Fa;nz,ng-

And by using a procedure similar to the one used to determine an approxi-
2

mate a 1 — a lower confidence interval on —!_!'_2—7 is
oatogtoi+o?

2
P[2 B 2§U]=1—a,
o4 togtoc+o;
where

JDi_4 52
min ]., El_a 52 >F1 —aQ;nz,ng

U= ,

S;
0 lf 52 <F1 —a;ng,ng-
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3.3. Confidence intervals on 0% /(0% + 0% + 02 + 02)

The lower limit of a 1 — a upper confidence intervals on

ol
o4 +o4 +0i +o0%

We can shows the similar to those of Section 3.1.

Putting
2 J—-1)82
Top= b, T,,=U D%
Fl—a;nl,ns Fl—a;nz,ns
and
Tos =J(K ~1)S3 + JK(M —1)S?Fy.ng n,s
we get

S:? = 542F1—a;n3,n4
Ta,l + Ta,Z i Ta,3 .

q ==
Therefore, the lower limit of 1 — « upper confidence interval on

oC
7 1 02 1 o2 1 o2
04 togt+octo;

1s

JEK(S3 — SiFaing,nd) 53

i 11 if =2 > Fa'n n
S T ¥ Tas + Tas U sz 7 Heinaina
L= \
. S
0 if 22 < Fonaina-
S3

The upper limit of a 1 — « lower confidence interval is obtained from L

by replacing a with 1 — « in the tabulated F’s. Thus we get

85 — 64
<
01+ (J —1)8, + J(K — 1)85 + JK(M — 1), —

U,
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where
: JK(S2 = S2Fi_anin) | .. S
min |1, ing,ng T N N
Tl—a,l + Tl—a,g + Tl-—a,3 542 l1—ajng,ng
U= 2
S
0 Sz <-F.l —a;ng,ng-

3.4. Confidence intervals on 02?/(0% + 0} + 0% + 02)
We can begin with

JKM(c% + 0% + 0% + o?)
a?
6+ (J=1)0, + J(K —1)03 + JK(M —1)b,
= = ,

we want to determine a function of S7, S7 and S? say q(S?, 52, S?) such that
6,+(J-1)8
P q < 1 (04 ) 2

} 1s approximately equal to 1 — a. Scale invariance and

large sample theory suggested that ¢ = g;h (%;) , where the function h(-)

is determined by requiring it to satisfy the following three conditions :

1) When the hypothesis Hyg : ; = 6, is accepted by using a size a
test (i.e. S?/S? < Fu.n, n,) We require the corresponding 1 — a confidence

interval on f1_+(_0{;—_lw_g to be exact. The exact 1 — a confidence interval on

(J - 1)02/94 is

S3(J - 1) (nl + n?.) < (J —1)8,
SZ(nl + nZ)Fa;"1+n2,n4 - A .
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2) The confidence coefficient for the interval on -0%'%—(_‘]—1}%93 is to be exact

as J — oo. To satisfy this we let

s\ s Sf)
=y Fornloo - 2 |
h(sg) 52 oo+ J 2+g(S§
where
lim ——— =0
>~ = 0.
=00 ()

3) The confidence coefficient is to be exact as 0% — oo ; when 04 — oo

the quantity W is dominated by 6; /04 so we want an exact 1 — «

. 52 s?
confidence interval on 6;/6,. Thus we get h <§}§) = ’S'ifFa;"l,n , when 04 —

oo (and hence S? — o00).

If we impose conditions 1), 2) and 3), we get the following for the ap-

61+(J-1)6, .
04

proximate upper 1 — « confidence interval on is

01 + (J - 1)62
04
( S3 S? 52
SZF —agmrme Xi-a Fi—ajny,n
(33) SZFl—a;nl,nq [S% + 1= 5'2 > - —a;ng,ny
< ) |
S3 T (m+m) .
L 542 (nl + nZ)Fl—a;n1+n2,n4 52 l—asny,nz)
where
Xl_a _ J(anl—a;nl,nz + n2)Fl—a;n1,n4 B Fl_a;nl,nz.

(n1 +n2)Fi—a;n;4ng,n4
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By a simulation study, we determined that the confidence coefficients for

the interval in (3.3) are too large, so the following function was considered

S2 S2 52\ 7!
H(5)=mrn (3) v (3)

which would tend to decrease the confidence coefficients in (3.3). We now

impose conditions 1), 2) and 3) to evaluate by, b; and b;. So we get

61 + (J — 1)6,
64

( S2 S
5—42‘}7]—— 52 +Y + Fi_ang np(Xi- a—Y)
—Qiny,Ng

5'2

=52
f >1‘11 —a;ny,na

< ]
1 S?
\‘/l—ozs_g f52<F1 a;ny,n2
where
2
JFI-—a;nl,oo Fl—a;nl,n4
Y = - :
Fl—a;nl,nz Fl—tx;n1+n2,oo

2
S3 (nl %‘f + nz)
2 .
(nl + n2)F1—0';n1+n2,n4

Vl—a =
o?

Thus, the 1 — a upper confidence interval on W 18

min{l,Sl_a} if 512/5% Z Fl——a;nl,nz

L=
min{l,Tl_a} if 512/53 < Fl-—-a;nl,nzv
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where
s _ JKS?
TS (S yar X 3% + 1k —1)s2’
Fl—a;nl,ns §3‘+ + l—a;n1,n2( l—a — )51 + ( - )3
- Q2

“Vica (K -1)SZ

By using a procedure similar to the one used to determine an approxi-

2
mate 1 — o upper confidence interval on P e e +UB:_% o7 is
2
P['Z 2052 ;SU=1-aq
where

min{1,S.} if s?/S2> Foinyyn,
min{l,T,} if s2/S2 < Fop, n,,

JK S?

Sa = :

Pty (354 3V +X) + §Fainy (X ~ W) G| 4 J(K — 157

ng
B KS?
Vi (K-1)S2’

W =(J = 1)Fa;n; 00,

X = J(ana§nlyn2 + n2)F;1;n1 g
(nl + n2)Fd;n1+n2,"4

- Fa;"u"v

52 (154

Vo = .
* (nl + n2)Fa;n1+n2,n4
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IV. Discussion

In this chapter, I would like to discuss these precisions.

(1) The method of Graybill and Wang approximation was used in finding
out the confidence interval on 0% /(0% + 0% + 0 + 02) of (1.1). Graybill
and Wang confidence intervals of the two-factor nested variance model, when
1 —a = 0.95, the precisions of the confidence intervals L and U lie between
0.950-0.966, 0.950-0.953 respectively.

Accordingly the precisions of the above-mentioned intervals will be sim-

ilar to those of this.

(2) The confidence intervals on 0% /(0% + 0% + 0% +0?) and 0% /(0% +
0% + 0% +02) are similar to that of Graybill and Wang'’s confidence intervals
on 0% /(0% + 0% + 0%). Thus, the precisions of the confidence intervals on
0% /(0% + 0% + 0% + 02) and 0% /(0% + 0% + 0% + 0?) similar to that of
this, when 1 — a = 0.95, the precisions of the confidence interval L and U lie
between 0.947-0.986, 0.950-0.968 respectively.

(3) The precisions of the confidence intervals on o2/(c4 + 04 +o0L+0?)
is similar to that of Graybill and Wang’s precisions of the confidence intervals
on 0% /(0% + 0% + 0%). Thus the precisions of the confidence intervals on
o2 /(0% + 0% + 0% + o) is similar to that of od this, when 1 — a = 0.95,
the precisions of the confidence interval L and U lie between 0.947-0.979,
0.946-0.957 respectively.
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